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Spoken Lang40. Spoken Language Characterization

M. P. Harper, M. Maxwell

This chapter describes the types of information that
can be used to characterize spoken languages.
Automatic spoken language identification (LID)
systems, which are tasked with determining the
identity of the language of speech samples, can
utilize a variety of information sources in order
to distinguish among languages. In this chapter,
we first define what we mean by a language (as
opposed to a dialect). We then describe some
of the language collections that have been used
to investigate spoken language identification,
followed by discussion of the types of features
that have been or could be utilized by automatic
systems and people. In general, approaches used
by people and machines differ, perhaps sufficiently
to suggest building a partnership between human
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and machine. We finish with a discussion of the
conditions under which textual materials could
be used to augment our ability to characterize
a spoken language.

As we move into an increasingly globalized society,
we are faced with an ever-growing need to cope with
a variety of languages in computer-encoded text doc-
uments, documents in print, hand-written (block and
cursive) documents, speech recordings of various qual-
ities, and video recordings potentially containing both
speech and textual components. A first step in coping
with these language artifacts is to identify their language
(or languages).

The scope of the problem is daunting given that there
are around 7000 languages spoken across the world, as
classified by the Ethnologue [40.1]. Indeed it can be
difficult to collect materials for all of these languages,
let alone develop approaches capable of discriminat-
ing among them. Yet the applications that would be
supported by the ability to effectively and efficiently
identify the language of a text or speech input are com-
pelling: document (speech and text) retrieval, automated
routing to machine translation or speech recognition sys-
tems, spoken dialog systems (e.g., for making travel
arrangements), data mining systems, and systems to
route emergency calls to an appropriate language expert.

In practice, the number of languages that one might
need to identify is for most purposes much less than

7000. According to the Ethnologue, only about 330 lan-
guages have more than a million speakers. Thus, one
might argue that in practice, there is a need for language
identification (ID) of a set of languages that number
perhaps in the hundreds. For example, Language Line
Services [40.2] provides interpreter services to public
and private clients for 156 languages, which they claim
represents around 98.6% of all their customer requests
for language services. Of course, for some purposes, the
set of languages of interest could be far smaller.

This chapter discusses the knowledge sources that
could be utilized to characterize a spoken language in or-
der to distinguish it automatically from other languages.
As a first step, we define what we mean by a language
(as opposed to a dialect). We then describe some of the
language collections that have been used to investigate
spoken language identification, followed by a discus-
sion of the types of linguistic features that have been
or could be used by a spoken language identification
(LID) system to determine the identity of the language
of a speech sample. We also describe the cues that hu-
mans can use for language identification. In general, the
approaches used by people and machines differ, perhaps
sufficiently to point the way towards building a part-
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nership between human and machine. We finish with
a discussion of the conditions under which textual mater-

ials could be used to augment our ability to characterize
a spoken language.

40.1 Language versus Dialect

When talking about language identification, it is im-
portant to define what we mean by a language. At
first glance, the definition of language would seem to
be simple, but it is not. Traditionally, linguists distin-
guish between languages and dialects by saying that
dialects are mutually intelligible, unlike distinct lan-
guages. But in practice, this distinction is often unclear:
mutual intelligibility is relative, depending on the speak-
er’s and listener’s desire to communicate, the topic of
communication (with common concepts being typically
easier to comprehend than technical concepts or con-
cepts which happen to be foreign to one or the other
participant’s culture), familiarity of the hearer with the
speaker’s language (with time, other accents become
more intelligible), degree of bilingualism, etc.

Political factors can further blur the distinction
between dialect and language, particularly when two
peoples want – or do not want – to be considered dis-
tinct. The questionable status of Serbo-Croatian is an
obvious example; this was until recently considered to
be more or less a single unified language. But with the
breakup of Yugoslavia, the Serbian and Croatian lan-
guages (and often Bosnian) have been distinguished by
many observers, despite the fact that they are largely
mutually intelligible. The status of the various spoken
varieties of Arabic is an example of the opposite trend.
While many of these varieties are clearly distinct lan-
guages from the standpoint of mutual intelligibility, the
desire for Arab unity has made some claim that they are
merely dialects [40.3, 4].

Writing systems may also cause confusion for the
distinction between languages and dialects. This is the
case for Hindi and Urdu, for example, which in their
spoken form are for the most part mutually intelligible
(differing slightly in vocabulary). But they use radically
different writing systems (Devanagari for Hindi, and
a Perso-Arabic script for Urdu), in addition to being
used in different countries, and so are generally treated
as two different languages [40.5]. Hence, the distinction
between language and dialect is often unclear, and so in
general it is better viewed as a continuum rather than
a dichotomy.

At a higher level, one can characterize a language
by its language family, which is a phylogenetic unit

such that all members are descended from a common
ancestor (languages that cannot be reliably classified
into a family are called language isolates). For example,
Romance languages (e.g., French, Spanish), Germanic
languages (e.g., German, Norwegian), Indo-Aryan lan-
guages (e.g., Hindi, Bengali), Slavic languages (e.g.,
Russian, Czech), and Celtic languages (e.g., Irish and
Scots Gaelic) among others are believed to be descended
from a common ancestor language some thousands of
years ago, and hence are grouped into the Indo-European
language family. Language families are often subdi-
vided into branches, although the term family is not
restricted to one level of a language tree (e.g., the Ger-
manic branch of Indo-European language family is often
called the Germanic family). As a result of their common
descent, the languages of a language family or branch
generally share characteristics of phonology, vocabu-
lary, and grammar, although these shared resemblances
may be obscured by changes in a particular language,
including borrowings from languages of other language
families. Thus, while English is a Germanic language, its
grammar is substantially different from that of other Ger-
manic languages, and a large portion of its vocabulary
is derived from non-Germanic languages, particularly
French [40.6].

The issues of language, dialect, and language family
have repercussions for systems that try to assign a lan-
guage tag to a piece of text or a sample of speech, and
in particular for the International Organization for Stan-
dardization (ISO) standard language codes. The original
standard, ISO 639-1, listed only 136 codes to distin-
guish languages. This allowed for the identification of
most major languages, but not minor languages. In fact
some of the codes did not represent languages at all.
The code for Quechua, for example, corresponds to an
entire language family consisting of a number of mutu-
ally unintelligible languages; arguably worse, the code
for North American Indian refers to a number of lan-
guage families, most of which include several distinct
languages. For an analysis of some of the problems with
ISO 639-1 and its revision, ISO 639-2, see [40.7].

At the other end of the spectrum of language clas-
sification is the Ethnologue [40.1], a listing of nearly
7000 languages. This work takes an explicitly linguistic
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view of language classification, i. e., it attempts to assign
distinct names to all and only mutually unintelligible va-
rieties. Many observers have accused the Ethnologue of
being a splitter, i. e., of claiming too many distinctions.
This is a debatable point, but it does serve to highlight
a fundamental problem of classifying a language sam-
ple as belonging to this language or that: it is hard to
classify a language artifact if we cannot agree ahead of
time what the possibilities are. And indeed, for some
purposes, the finer-grained classification like the Ethno-
logue may be superfluous, while for others it may be
crucial. One example of the need for fine-grained classi-
fication would be Arabic dialect identification, where it
may be desirable to determine which variety of Arabic
someone is speaking.

To some extent, the problem of conflicting classifica-
tion criteria (ISO versus Ethnologue) has been resolved
by unifying the two systems as ISO 639-3 [40.8]. In ad-
dition to the set of 7000 languages already listed in the
Ethnologue, ISO 639-3 adds various other languages, in-
cluding extinct languages and artificial languages (such
as Klingon) and so-called macro languages, which are
really language families (such as Arabic). However, even
given that the standard can now be agreed on – the set of
languages in ISO 639-3 – there does remain a difficulty
for language identification, namely the level of gran-
ularity for language classification. The reader should
remember that the problem exists, and that identifying
a text or speech recording as Arabic may be adequate
for some purposes, but insufficient for others.

The continuum from language to dialect has another
implication for language identification: the existence of
significant differences among dialects of a single lan-
guage can make identification of that language more
difficult, particularly in its spoken form (written forms
of languages tend to be more standardized [40.9]). Di-
alectal differences can occur in all linguistic aspects:
lexicon, grammar (syntax and morphology), and phonol-
ogy; but it will probably be the phonology that causes
the most problems for language identification in speech,
since this is the level of representation that is commonly
used in existing systems.

In English, for example, the differences between
rhotic and non-rhotic dialects are well known [40.10].
The Scots dialects of English demonstrate even greater
differences from other dialects of English in their vowel
systems, where they have largely lost the distinction be-
tween so-called long and short vowels; and among the
consonants, Scots English has retained the voiceless ve-
lar fricative and the voiceless labiovelar, both of which
have merged with other phonemes in other dialects of

English [40.11]. See the SCOTS project [40.12] for some
recorded speech examples. Likewise, spoken Mandarin
is strongly influenced by the native dialect spoken in
a region, as well as other factors such as age [40.13].

Dialects that differ primarily in their phonology are
often called accents, although this term is also used to
refer to pronunciation by a non-native speaker of a lan-
guage. In this regard, while foreign accents might be
dismissed as irrelevant to language identification for
some purposes, in the case of major languages, there
may be significant communities of non-native speakers
who use the major language as a trade language. For
example, in India there are 21 (currently) official lan-
guages, but English is defined by the Constitution of
India, as well as by later laws, as one of the languages
of communication for the federal government (the other
being Hindi). The result of this and other factors is that
English is spoken non-natively by a large portion of the
Indian population, and it has acquired a distinctly Indian
pronunciation as a consequence [40.14]. Indian English
lacks voiceless aspirated stops; what would be alveo-
lar consonants in other varieties of English are often
retroflexed; and the stress patterns are altered with the ef-
fect that vowels that would be reduced in other Englishes
to schwa appear instead in their nonreduced forms.

English is used as a trade language or lingua franca
in many other parts of the world as well, and these lo-
cal versions of English are often significantly different
from the English spoken in countries where it is a na-
tive language (see [40.15] for descriptions of some of
these varieties). The same is true of French, Hausa, and
many other languages that are used as trade languages
(cf. [40.16] and the Ethnologue [40.1]). Such lingua
franca varieties can differ significantly from standard
varieties in ways which would likely impact language
identification.

Additionally, there is a substantial amount of
variability in the spoken realization of a particular lan-
guage [40.17–19] due to a variety of factors, including:

• mispronunciation• individual speaking style• genre (e.g., conversations versus formal presenta-
tions)• variations in speaking rate• the speaker’s psychological state• the speaker’s language repertoire• the social and economic background of the speaker• the speaker’s first language (where the speaker is
speaking in a second language)• channel characteristics
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This variability creates a challenge when identifying the
language of a speech sample. A greater understanding

of language, dialect, and accent is an important first step
in developing an approach for language identification.

40.2 Spoken Language Collections

Engineering research in spoken language identification
has been based on a very small sampling of languages
from the 7000 identified by the Ethnologue. The first
multilingual speech collection targeted for language
identification system evaluation, the Oregon Graduate
Institute (OGI) multilanguage corpus, was released in
1994 and consisted of spoken responses to prompts
recorded over telephone lines by speakers of 12 lan-
guages (see [40.20–22]). The set was selected to contain
both unrelated languages (e.g., German, Vietnamese,
and Tamil), as well as more closely related languages
(e.g., English and German). It covers languages with var-
ious types of prosodic phenomena that occur in spoken
languages, such as tone (e.g., Mandarin and Vietnamese)
and pitch accents (Japanese), as well as languages with
various levels of complexity at the syllable level. See
appendix A in [40.23] for a family language tree for the
languages in this collection and appendix B for a table
comparing the phone inventories for these languages.
Perhaps one of the most important requirements for the
languages selected was the ability to access sufficient
numbers of speakers of the language in the United States,
a factor that has been important in collections used for
evaluation.

A second collection, the Linguistic Data Consor-
tium (LDC) CallFriend corpus ( see the list under the
LID heading at [40.24]), was released in 1996 and con-
tains telephone conversations among speakers of 14
languages or dialects, most of which appeared in the
OGI multilanguage corpus. This collection was used in
National Institute of Standards and Technology (NIST)
evaluations of LID systems in 1996 and 2003. The Call-
Home collection, which was released between 1996 and
1997, is an additional multilingual resource containing
six languages that were collected for large-vocabulary
speech recognition; however, it does not expand the
number of languages beyond what was available from
CallFriend. Given the limited sampling of languages in

these collections, it is not surprising that researchers
developing spoken LID systems have not investigated
whether languages naturally cluster into groups that par-
allel the classification of languages into families and
branches.

Additional speech collections have been developed
with an increased number of languages. The Center for
Spoken Language Understanding (CSLU) 22 languages
corpus, which was initially collected from 1994 through
1997, contains spoken utterances in 21 languages. It has
gone through several versions, resulting in an increased
number of transcribed utterances, and was released
through LDC in 2005 (see [40.25]). LDC is also cur-
rently collecting the MIXER corpus which will contain
telephone calls over 24 languages or dialects [40.26].
The 2005 NIST evaluation data contained speech from
the Mixer and CallFriend corpora, as well as some data
collected at the Oregon Health and Science University.
The data in all of these collections will hopefully stim-
ulate new methods for constructing speech-based LID
systems. However, even 20 or so languages is far from
the number of languages that would need to be identified
to support Language Line Services.

The collection of significant quantities of compara-
ble telephone speech in multiple languages has become
more challenging in recent years. There is an implicit
assumption that the training and development data are
collected under conditions that are comparable to the
evaluation materials. Data must also be collected in
such a way that it is impossible to identify language
based on speaker, gender distribution, domain, chan-
nel characteristics, etc. Finally, due to the falling cost
of long-distance telephone calls, incentives such as free
long-distance calls are less attractive to potential partic-
ipants. This difficulty in collecting comparable speech
corpora for a large number of languages has obvious im-
plications for speech-based LID; we return to this issue
later.

40.3 Spoken Language Characteristics

A speech-based LID model for a particular language
is trained to represent the corresponding language and
to differentiate it from others. Hence an important

challenge to speech-based LID systems is the effec-
tive incorporation of discriminative knowledge sources
into their models. Some systems use only the digitized
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Spoken Language Characterization 40.3 Spoken Language Characteristics 801

speech utterances and the corresponding true identities
of the languages being spoken for training, whereas
others require additional information such as phonetic
and/or orthographic transcriptions, which can be ex-
pensive to produce. During the language recognition
phase, a new audio sample is compared to each of the
language-dependent models, and the language of the
closest matching model (e.g., using maximum likeli-
hood) is selected. We will discuss various levels of
knowledge that can be used to identify a language in
this section, touching upon research that utilizes the
representation where appropriate.

Automatically Derived Features from the Speech Sig-
nal. Languages can be identified based on features that
are automatically derived from the speech signal itself.
Systems utilizing this type of information are moti-
vated by the observation that different languages are
made up of a variety of different sounds; hence, fea-
ture vectors automatically extracted from the speech
signal over short time frames (segments) can be used to
discriminate among the languages. Such systems typ-
ically use a multistep process (including modules to
remove silence from the samples, to reduce channel ef-
fects, etc.) to convert the digitized speech signal into
a feature vector representation. Given feature extraction
and knowledge of which training samples correspond
to each language, a classifier is constructed for each
language based on language-dependent patterns of fea-
ture vectors. Methods include approaches that model
only the static distribution of acoustic features given
the language (e.g., [40.27]) and approaches that also
utilize the patterns of change of these feature vectors
over time (e.g., [40.28]). A variety of computational
models have been investigated, including Gaussian mix-
ture models [40.29], Hidden Markov models [40.29,30],
artificial neural networks [40.22], and support vector
machines [40.31]. Although these acoustic-based sys-
tems do not require training data that is labeled with
explicit linguistic units such as phonemes or words, they
also do not perform as accurately as systems that use lin-
guistic knowledge; however, improved accuracy can be
achieved by integrating acoustic- and linguistic-based
knowledge sources [40.23, 32].

Phonological Information. Phonology is a branch of
linguistics that studies sound systems of human lan-
guages [40.33]. In a given language, a phoneme is
a symbolic unit at a particular level of representation;
the phoneme can be conceived of as representing a fam-
ily of related phones that speakers of a language think

of as being categorically the same. While the notion
of phonemes has been controversial among linguists
(see [40.34] for some history), it has proven a useful
abstraction for speech processing. Ladefoged [40.35]
speculates that ‘there are probably about 600 different
consonants’ (p. 194) across the languages of the world;
vowels and suprasegmental distinctions (such as tone)
are not quite as numerous.

Phonetic symbols provide a way to transcribe the
sounds of spoken languages. There are several pho-
netic alphabets; one commonly used by linguists is the
international phonetic alphabet (IPA). This alphabet, in-
cluding a set of diacritic modifiers, was established as
a standard by the International Phonetic Association
(IPA) in order to provide an accurate representational
system for transcribing the speech sounds of all lan-
guages (the IPA website is at [40.36]). The goal for the
IPA is to provide a representation for all of the phonemes
expressed in all human languages, such that separate
symbols are used for two sounds only if there exists
a language for which these two sounds are distinguished
phonemically. For the most recent update of the IPA,
see [40.37].

Given the availability of a phonetic or phonemic
representation for language sounds, there are various
ways in which this information can help to differentiate
among languages, including:

1. Phonemic inventory: It is possible to distinguish
some languages from one another based on the pres-
ence of a phoneme or phone that appears in one
language but not the other. Phoneme inventories
range from a low of 11 (for Rotokas, a Papuan
language; see [40.38]) to a high of a hundred or
more (in certain Khoisan languages of southern
Africa [40.39]). It is likely that no two languages
share exactly the same phoneme inventory. Fur-
thermore, even if two languages were to share
a common set of phonemes, the phonemes them-
selves will likely differ in their relative frequency
patterns [40.22].

2. Broad class inventory: Patterns of broad phonetic
categories (e.g., vowels, fricatives, plosives, nasals,
and liquids) have also been utilized to distin-
guish among languages in an attempt to avoid the
need for fine phonetic recognition. For example,
Muthusamy [40.22] evaluated the use of seven broad
phonetic categories (vowel, fricative, stop, closure or
silence, prevocalic sonorant, intervocalic sonorant,
and postvocalic sonorant). However, Hazen [40.23]
found that, even though the broad class phone
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recognizers tend to be more accurate than the more-
traditional finer-grained phone recognizers, using
broad class inventories leads to a lower-accuracy
language identification system.

3. Phonotactics: Phonotactics refers to the arrange-
ments of phones or phonemes within words. Even if
two languages were to share a common phoneme
inventory, it is likely that they would differ in
phonotactics. The first proponents of using phono-
tactic features were House and Neuburg [40.40],
who believed accurate language identification could
be achieved by making use of the statistics of
the linguistic events in an utterance, in particu-
lar, language-specific phonetic sequence constraints.
(They suggested using a sequence of broad phonetic
classes as a way of obtaining more-reliable feature
extraction across languages, although this has been
found to result in less accurate language identifi-
cation systems [40.23].) An implementation using
this approach would typically involve several steps,
where the first is to map an utterance to a sequence
of phonetic labels (i. e., tokenization into phones),
which would then be used to identify the language
based on the observed n-grams.
There are several variants of this approach to audio
based language identification. Phone-based LID uses
a single-language phone recognizer trained for some
arbitrary language with sufficient resources (not nec-
essarily one of the target languages) to tokenize the
speech input into phones for that language, followed
by the use of n-gram probabilistic language models
(one for each target language) to calculate the like-
lihood that the symbol sequence was produced in
each of the target languages, with the highest like-
lihood language being selected. The parallel phone
recognition followed by language model (PPRLM)
is similar except that it uses phone recognizers from
several languages, together with some method to
normalize and combine the results from the parallel
streams [40.41].
A third variant would be to train a phone recog-
nizer on a broad-coverage phonetic database (such
as that in [40.35]). To reduce the time and cost
to develop speech systems in a new language, re-
searchers have been investigating the development
and use of a multilingual phone set that represents
sounds across the languages to be modeled. Schultz
and Waibel [40.42] in their research on multilin-
gual speech recognition defined a phone set covering
12 languages. They assume that the articulatory
representations of phonemes are so similar across

languages, that phonemes can be considered as units
which are independent from the underlying language
(p. 1) [40.43].
Hazen and Zue [40.23, 32] developed a LID sys-
tem that was based on 87 language-independent
phone units that were obtained by hand clustering
approximately 900 phone labels found in training
transcriptions. Researchers at the computer sciences
laboratory for mechanics and engineering sciences
(LIMSI) have also been investigating the use of
a universal phone set [40.44,45] and have attempted
to identify objective acoustic criteria for clustering
the language-dependent phones. Corredor-Ardoy
et al. [40.46], found that their LID system using
a language-independent set (based on clustering)
performed as well as their best methods using
language-dependent phones. Ma and Li [40.47] eval-
uated the use of a universal sound recognizer to
transcribe utterances into a sequence of sound sym-
bols that act as a common phone set for all of the
languages to be identified. They then used statistics
related to the large-span co-occurrence of the sound
patterns, which they dubbed the bag-of-sounds ap-
proach, to identify the language of the utterance.

4. Articulatory features: Speech can be characterized
by parallel streams of articulatory features which are
used in concert to produce a sequence of phonemes.
These features could be exploited to differentiate one
language from another. For example, the phoneme /t/
can be realized either with or without aspiration, with
a dental or alveolar closure, and with lips rounded
or not [40.23]. Kirchhoff and Parandekar [40.48]
utilized a set of pseudoarticulatory classes that were
designed to capture characteristics of the speech pro-
duction process, including: manner of articulation,
consonantal place of articulation, vocalic place of ar-
ticulation, lip rounding, front–back tongue position,
voicing, and nasality. They developed an alternative
approach to audio-based language identification that
was based on the use of parallel streams of these sub-
phonemic events together with modeling of some of
the statistical dependencies between the streams.

Syllable Structure. A syllable is a unit of pronunciation
that is larger than a single sound, composed of a peak
of sonority (usually a vowel, but sometimes a sonorous
consonant), bordered by troughs of sonority (typically
consonants) [40.33]. Languages can be characterized by
common syllable types, typically defined in terms of se-
quences of consonants (C) and vowels (V). However,
it should be noted that breaking sequences of Cs and
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Vs into syllables – the process of syllabification – is
often difficult, and even controversial [40.49,50]. How-
ever, since languages generally allow or disallow certain
types of syllable structures (e.g., Slavic languages often
have complex consonant clusters in contrast to Asian
languages), this representation may help in discriminat-
ing among languages. For example CCCCVC is a valid
syllable type in Russian, but not in most other languages.

Zhu et al. [40.51] developed a LID system whose
acoustic decoder produces syllable streams, which they
then used in syllable-based (rather than phone-based)
n-gram language models. Accents of foreign speakers
of English manifest themselves differently given their
position within the syllable, a fact that has been used to
improve accent identification [40.52].

Prosodic Information. The duration, pitch, and stress
patterns in one language often differ from another. For
example, different languages have distinct intonation
patterns. In stress languages, pitch is often one corre-
late of stress used to mark syllable prominence in words
(and in pitch accent languages, such as Swedish, the pri-
mary correlate); whereas, in tone languages, a change
in the meaning of a word is signalled by the tone on
the syllables or other tone-bearing units (e.g., Mandarin
Chinese or Thai). For stress languages, patterns of stress
can provide an important cue for discriminating between
two languages. Some of the stress patterns are initial
stress (e.g., Hungarian), penultimate stress (e.g., Polish
or Spanish), final stress (e.g., French or Turkish), and
mixed stress (e.g., Russian or Greek). Prosodic cues of
duration can also be potentially useful. For example,
some languages (such as Finnish) distinguish long and
short vowels and/or consonants.

One ostensibly useful typology investigated by both
linguists and psychologists involves the rhythm of a lan-
guage, where a distinction is made between stress-timed
languages (in which stressed syllables are longer than
unstressed syllables, all else being equal, e.g., En-
glish), syllable-timed (each syllable has comparable
time duration, e.g., French), and mora-timed (each mora
has essentially constant duration, e.g., Japanese) lan-
guages [40.53]. Although this classification remains
controversial [40.54], rhythmic modeling has been in-
vestigated by Rouas et al. [40.55, 56] for language
identification. Their rhythm model was able to discrim-
inate fairly accurately between languages on a read
speech corpus, but less well on a spontaneous speech
corpus [40.55]. Indeed, extracting reliable prosodic cues
from spontaneous speech is a challenge due to its vari-
ability.

In language identification systems that utilize
prosodic features, these features are typically combined
with other knowledge sources to achieve reasonable ac-
curacy. Muthusamy [40.22] was able to incorporate pitch
variation, duration, and syllable rate features into his
LID model. Hazen and Zue [40.23, 32] integrated dura-
tion and pitch information into their LID model, with the
duration model being more accurate on its own than the
pitch model. Tong et al. [40.57] successfully integrated
prosodic features (i. e., duration and pitch) with spec-
trum, phonotactic, and bag-of-sounds features, where
pitch variation and phoneme duration were especially
useful for short speech segments.

Lexical Information. Each language has its own vo-
cabulary, which should help in identifying a language
more reliably. For speech inputs, this would require
the availability of a speech recognition system for
each of the candidate languages, along with the req-
uisite training, tuning, and evaluation materials needed
to ensure the speech model is adequate. Schultz
et al. [40.58, 59] developed a LID system for four lan-
guages based on large-vocabulary continuous speech
recognition (LVCSR). They found that word-based sys-
tems with trigram word language modeling significantly
outperform phone-based systems with trigram phone
modeling on the four-language task, suggesting that the
lexical level provides language discrimination ability,
even when word error rates are fairly high. Matrouf
et al. [40.60] found that incorporating lexical infor-
mation with a phone-based approach yielded relative
error reductions of 15–30%, and that increasing lexical
coverage for a language had a positive effect on sys-
tem performance. Hieronymus and Kadambe [40.61]
constructed a LID system based on LVCSR for five
languages (English, German, Japanese, Mandarin Chi-
nese, and Spanish), obtaining 81% and 88% correct
identification given 10 and 50 second utterances, respec-
tively, without using confidence measures and 93% and
98% correct with confidence measures. Although each
language clearly has its own vocabulary that enables
language identification systems to discriminate among
a candidate set of languages more effectively, for spoken
languages, this information is generally quite expensive
to obtain and use.

Morphology. Morphology is a branch of grammar that
investigates the structure of words [40.33]. The field
of morphology is divided into two subfields: inflectional
morphology, which investigates affixes that signal gram-
matical relationships that do not change the grammatical
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class of a word (e.g., affixes marking tense, number, and
case) and derivational morphology, which focuses on
word formation involving affixes, such as -ment, that can
be used to create a new word form with a possibly differ-
ent grammar class, such as the noun amendment derived
from the verb amend. Since languages form words in
a variety of different ways, morphology could provide
an excellent cue for automatic language identification.
For example, one could use common suffixes to discrim-
inate among some of the Romance languages (e.g., -ment
in French, -miento in Spanish, -mento in Portugese, and
-mente in Italian). Although in speech the morphology
of a word is covered in part by phonotactics, with mor-
phological knowledge of its candidate languages, a LID
system could focus on specific portions of words when
discriminating between two languages.

Syntax. Languages and dialects also differ in the ways
that words are arranged to create a sentence. They differ
in the presence or absence of words with different parts
of speech, as well as in the ways that words are marked
for various types of roles in a sentence. In conjunction
with other kinds of information (e.g., accents), errors in
grammatical usage could provide a helpful cue for iden-
tifying the first language of someone speaking a second
language. For example, someone who learned Mandarin
as a first language would tend to make determiner (dele-
tion, substitution, and insertion) and agreement errors in
English or German.

Languages also often differ from each other in the
word order of a sentence’s subject (S), verb (V), and
object (O). For example, English is considered to be
an SVO language because the subject typically appears
before the verb, which occurs before the object; whereas,
Japanese is an SOV language. Even if two languages
have the same word form, it is likely that the word would
appear in very different word contexts across languages.
Although words may be sufficient to distinguish among

languages, syntax could play an especially important
role for discriminating among dialects of a language.

Language and dialect identification systems that are
based on LVCSR would utilize an acoustic model, a dic-
tionary, and a language model for each language or
dialect in the candidate set. The language models uti-
lize word co-occurrence statistics that capture some
aspects of the candidate language’s syntactic structure.
These systems could be expanded to utilize syntax
more directly by using structured language models
(e.g., [40.62, 63]).

Other Information. Higher-level knowledge sources
such as semantics and pragmatics are rarely used by
audio-based LID systems, although this type of knowl-
edge could potentially help. In addition, information
about the source of the speech data (e.g., country of ori-
gin of a broadcast news show) could be used to narrow
down the language choices.

Research on automatic language identification sug-
gests that the more knowledge that goes into a decision
about which language corresponds to an audio sample,
the greater the accuracy; hence, knowledge integration
is important. However, there is a trade-off between ac-
curacy and efficiency, and furthermore, there is a need
for resources to support the knowledge brought into the
automatic system. Much of the work has struck an en-
gineering balance in addressing this problem; they use
the resources that can be obtained simply and reliably
for the set of languages to be discriminated among.

It is important to note that the length of an audio
sample (the amount of speech available) will impact the
knowledge sources that can be reliably used in determin-
ing its language. The smaller the samples used, the less
likely that a key piece of higher-level knowledge will be
available to discriminate a particular language from the
others.

40.4 Human Language Identification

A human who knows the language being spoken is ca-
pable of positively identifying short samples of speech
quickly and accurately. Even if they do not know the
language, people can make sound decisions about the
identity of a language given some exposure to the
language, and with some training about cues that dif-
ferentiate a set of candidate languages, this capability
can be improved and expanded.

There have been several experiments reported in
the literature that consider human ability in a scenario
where the decision is based on a combination of their
prior knowledge about certain languages (a variable that
is difficult to control) and a limited amount of online
training for the languages being identified. Muthusamy
et al. [40.22,64] had human subjects listen to short sam-
ples of 10 different languages and guess the language
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of the sample. In general, he found that familiarity with
a language was an important factor affecting accuracy,
as was the length of the speech sample (with longer sam-
ples leading to greater accuracy). Subjects were able to
improve their LID accuracy only slightly over time with
feedback, but they were quite aware of the cues they used
for language discrimination (e.g., phonemic inventory,
word spotting, and prosody).

Maddieson and Vasilescu [40.65] examined the ef-
fect of exposure to academic linguistics on language
identification accuracy of five language. Subjects with
more than passing familiarity with the language were
excluded from the study. They found that prior casual
exposure to a language and linguistic education level
(ranging from no linguistic training to a PhD) were not
effective predictors of performance on a five-language
identification task; however, they found that linguistic
training did predict improved performance on a lan-
guage discrimination task (in which subjects were asked
to decide if a sample was one of the five target lan-
guages, similar to one of those languages, or unlike
them).

Several human studies have been conducted in an
attempt to determine what types of information peo-
ple can effectively utilize when making decisions about
the identity of a language. These experiments involve
the presentation of speech stimuli that were obtained by
modifying the speech samples presented to the subjects.
For example, Mori et al. [40.66] found that their sub-
jects were able to identify two languages (Japanese and
English) fairly reliably even when segmental informa-
tion was reduced using signal editing techniques. They
argue that other cues such as intensity and pitch are
being used to make these judgments. Navratil [40.67]
evaluated the importance of various types of knowl-
edge, including lexical, phonotactic, and prosodic, by
humans asked to identify the language (Chinese, En-
glish, French, German, or Japanese) of a speech sample.
Subjects were presented unaltered speech samples, sam-
ples containing randomly ordered syllables from speech
samples, and samples for which the spectral shape was
flattened and vocal-tract information removed (leaving
F0 and amplitude). Navratil found that humans on six
second samples were far more accurate at identifying un-
altered speech samples (96%) than samples with shuffled
syllables (73.9%), and were more accurate with the shuf-
fled syllable samples than samples with only prosodic
cues remaining (49.4%). Based on these experiments,
it appears that the lexical and phonotactic information
provides discriminative information that is used more
reliably by humans.

None of the subjects in these listening experiments
were explicitly trained to identify cues to discriminate
one language from another, hence, these experiments
did not explore the full range of human capability that
could be achieved with training on a particular set of
languages to be identified. People can identify the lan-
guage of an audio input fairly reliably when they do not
speak/understand the language by being taught to use
a variety of cues that are discriminative for a language
or language family. Some combination of the following
sorts of clues can be used to identify a particular lan-
guage or to narrow the possibilities down to a smaller
set of languages:

• general impression (‘gestalt’), i. e., what a given
language sounds like, which may help narrow the
language down to a geographic area or a language
family• stress patterns, where these may be most reliably
discerned at pause boundaries or on assimilated loan
words• vowel and/or consonant durations• the presence or absence of nasalization on (some)
vowels• the presence or absence of lexical tone• syllable structure, particularly the presence or ab-
sence of consonant clusters• the presence of unusual sounds, such as front
rounded vowels, glottalized consonants, clicks, or
retroflexed consonants• reduplication (particularly full-word reduplication)• the presence of common words, particularly short
high-frequency words that are easily recognizable
(e.g., determiners, prepositions)

Some of these features would obviously be difficult for
computers to use, including the ‘gestalt’ of the language
or detecting reduplication. Other features are similar
to what programs doing spoken language identifica-
tion already utilize, e.g., the use of consonant clusters
(phonotactics). Still others of these features suggest pos-
sible directions for future work in automated language
ID, for example recognizing unusual sounds.

There is also a more-general difference in the
methodology used by humans and speech-based LID
algorithms. Most speech-based LID systems do not uti-
lize the high-level knowledge that people tend to use.
Also, most of the automatic LID algorithms tend to pro-
cess and combine evidence from the entire speech stream
when making a decision about the identity of a language;
whereas, humans rely on very specific cues taken from
small portions of the sample to refine their hypotheses.
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For example, two of the cues used by human experts for
LID on texts are the pairings of diacritics with base char-
acters and the presence of short (but common) words.
Diacritics are especially difficult for image-based lan-
guage identification systems, which can have difficulty
differentiating them from noise in the image. In con-
trast, the primary cue used by computers for computer
encoded text or in speech is the statistical frequency
character or phone n-grams. n-grams would be hard for
people to learn, with the exception of unusual single let-
ters or sounds and morphemes which are cognate with

English morphemes; anything more probably requires
the user to refer to a cheat sheet. Even harder for peo-
ple is computing the statistics of n-grams; judgments
with a finer granularity than frequent or rare would be
difficult for people to make.

In summary, while it is possible for computers to
make use of more of the characteristics of languages
than humans use to identify them, it is probably not
practical to teach people to use the methodology used
by automatic LID systems to do language identifica-
tion.

40.5 Text as a Source of Information on Spoken Languages

Given the difficulty in building comparable speech cor-
pora for a significant number of languages, and in
particular for rare languages, another source of informa-
tion that might be mined to learn more about the spoken
form of a language is its written form. (While most un-
written languages have small speaker populations, and
the total number of speakers of unwritten languages is
much smaller than the number of speakers of written lan-
guages, there are still significant numbers of languages
of the world – perhaps more than half – which are un-
written.) It is comparatively easy to build a text corpus
for a written language; however, there are several is-
sues that affect whether the textual data will be useful in
characterizing the spoken language. An important issue
is how close the written language is to its typical spoken
form. There are many aspects to this question, but two
of the most significant issues are diglossia and complex
orthographies.

A diglossic language situation exists when two (or
more) forms of a language coexist, and the forms diverge
to a significant degree; typically one form is perceived
as high (correct), and the other as low (vulgar). For
our purposes, diglossia is relevant when the high and
low varieties correspond to the written and the spoken
languages respectively, where they differ significantly
in style and vocabulary. Tamil is a typical example; the
written form of the language is considered classical,
and the spoken forms (there is more than one dialect)
are considered low. In such a situation, written corpora
may not be representative of the spoken form of the
language.

Arabic is another important example of a diglossic
situation: the written form, known as modern standard
Arabic (MSA), is taught in schools; whereas, the spoken
varieties – of which the Ethnologue [40.1] lists nearly

40 – are strikingly different from MSA in vocabulary,
morphology, and phonology (the latter with reference
to how MSA is generally read out loud, for instance on
news broadcasts).

As for the complex orthography issue, for our pur-
poses a complex orthography is one in which the written
forms of words do not have a direct mapping to the
spoken forms. English is a notorious example of this,
and so to a lesser extent is French. A related issue is
orthographies which undermark phonemic distinctions
in the spoken language. Written Arabic is an example,
since the short vowels are not normally written, resulting
in significant ambiguity: multiple morphological analy-
ses, each corresponding to different pronunciations, are
possible for a large percentage of the words in running
Arabic (MSA) text.

Many orthographies that are complex today are so
only because the spoken language has changed faster
than the written language. Orthographies that have been
developed in the recent past tend to be less complex,
i. e., they usually map more or less directly to the
phonemes of the spoken language (or to a standard di-
alect of the language), and can therefore be said to be
phonemic. However, some otherwise phonemic modern
orthographies fail to discriminate a subset of the phone-
mic contrasts of the language, whether in practice or in
principle. For example, while Yoruba is supposed to be
written with tone marks for the high and low tones (and
optionally for the mid tone), in practice these are of-
ten omitted, as are the dots under the Yoruba letters ‘e’
and ‘o’, intended to indicate a more-open vowel than the
same letters without the dot. Finally, some orthographies
omit certain phonemic distinctions (e.g., tone) on the
principle that the distinction in question is not important
enough in that language.
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Assuming that a language’s orthography is close to
phonemic, it is also necessary to know the mapping
from individual characters (or sequences of characters)
to a phonemic representation. This is because orthogra-
phies do not always use the letters in a standard way.
In Hungarian, for example, the letter ‘s’ represents an
alveopalatal (like the digraph ‘sh’ in English), and the
digraph ‘sz’ represents an alveolar fricative (like the En-
glish letter ‘s’ in most words); Polish represents these

sounds in exactly the opposite way. Fortunately, this
information about alphabets can generally be obtained.

In summary, then, it would be possible at least in
principle to expand the number of spoken languages
that can be investigated and characterized linguisti-
cally by using more readily obtainable text corpora in
place of speech corpora. Whether these corpora can be
used to enhance speech-based LID systems is an open
question.

40.6 Summary

In this chapter, we have discussed a variety of knowledge
sources that could be utilized to characterize a spo-
ken language in order to distinguish it automatically
from other languages. We discussed differences between
a language and a dialect, and also described some of the
variability in a language that could potentially challenge
LID algorithms. Currently available corpora for evaluat-
ing language identification systems have only scratched
the surface of the possible space of languages that could
be investigated. Most state-of-the-art systems are able to
detect tens of languages as opposed to the 100 or more
that would be required by Language Line Services. It
remains to be seen whether acoustic- and phonotactic-
based systems will effectively scale up to handle these
one hundred plus languages. As the number of languages
and dialects increase, it is likely that systems will need
to utilize more linguistic insight to achieve accuracies
comparable to those obtained over a smaller set of lan-
guages. These larger systems could utilize more lexical
information to achieve target accuracies; however, this
knowledge source comes with a high cost for system
development.

We also discussed several experiments reported in
the literature that investigated a person’s ability to accu-
rately identify a spoken language. None of these studies
involved a situation where participants were trained to
accurately identify a language based on salient language-
specific high-frequency cues. We enumerated some cues
that have been commonly used, some of which overlap
with features used by automatic LID systems. However,
since some of the cues that humans use would be diffi-
cult to incorporate into an automatic LID system (e.g.,
a general impression of the language), it is interesting to
contemplate whether there would be some way to build
a partnership between trained humans and LID systems.

We ended this chapter by discussing conditions un-
der which textual materials could potentially augment
our knowledge of a spoken language, in particular, a rare
language. There are a number of factors that impact the
correspondence between spoken and written language
forms; however, if there is a good correspondence, the
written form could be used to gain a deeper understand-
ing of the kinds of features that would help discriminate
the language from others.
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bushman (Helmut Buske, Hamburg 1985)

40.40 A.S. House, E.P. Neuberg: Toward automatic
identification of the languages of an utter-
ance: preliminary methodological considerations,
J. Acoust. Soc. Am. 62(3), 708–713 (1977)

40.41 M.A. Zissman: Comparison of four approaches to
automatic language identification of telephone
speech, IEEE Trans. Speech Audio Process. 4(1), 31–
44 (1996)

40.42 T. Schultz, A. Waibel: Language independent and
language adaptive acoustic modeling for speech
recognition, Speech Commun. 35(1-2), 31–51 (2001)

40.43 A. Black, T. Schultz: Speaker clustering for multi-
lingual synthesis, Proceedings of the ISCA Tutorial
and Research Workshop on Multilingual Speech
and Language Processing (2006)

40.44 M. Adda-Decker, F. Antoine, P.B. de Mareuil,
I. Vasilescu, L. Lamel, J. Vaissiere, E. Geoffrois,
J.-S. Liénard: Phonetic knowledge, phonotactics
and perceptual validation for automatic language
identification, International Congress of Phonetic
Sciences (2003)

40.45 P.B. de Mareüil, C. Corredor-Ardoy, M. Adda-
Decker: Multi-lingual automatic phoneme cluster-
ing, Int. Congress Phonetic Sci. (1999) pp. 1209–1213

Part
G

4
0



Spoken Language Characterization References 809

40.46 C. Corredor-Ardoy, J.L. Gauvain, M. Adda-Decker,
L. Lamel: Language Identification with Language-
independent Acoustic Models, Proc. Eurospeech
(1997) pp. 355–358

40.47 B. Ma, H. Li: Spoken language identification us-
ing bag-of-sounds, International Conference on
Chinese Computing (2005)

40.48 K. Kirchhoff, S. Parandekar: Multi-stream sta-
tistical language modeling with application to
automatic language identification, Proceedings of
the 7th European Conference on Speech Communi-
cation and Technology Proceedings of Eurospeech
(2001) pp. 803–806

40.49 J. Blevins: The syllable in phonological theory. In:
The Handbook of Phonological Theory, Blackwell
Handbooks in Linguistics, Vol. 1, ed. by J.A. Gold-
smith (Blackwell, Oxford 1995) pp. 206–244

40.50 M. Kenstowicz: Phonology in Generative Grammar,
Blackwell Textbooks in Linguistics, Vol. 7 (Blackwell,
Oxford 1994)

40.51 D. Zhu, M. Adda-Decker, F. Antoine: Differ-
ent size multilingual phone inventories and
context-dependent acoustic models for lan-
guage identification, Interspeech (2005) pp. 2833–
2836

40.52 K. Berkling, M. Zissman, J. Vonwiller, C. Cleirigh:
Improving accent identification through knowl-
edge of English syllable structure, Proceedings of
the 5th International Conference on Spoken Lan-
guage Processing (1998) pp. 89–92

40.53 E. Grabe, E.L. Low: Durational variability in speech
and the rhythm class hypothesis. In: Laboratory
Phonology, ed. by C. Gussenhoven, N. Warner
(Mouton de Gruyter, Berlin 2002) pp. 515–546

40.54 R.M. Dauer: Stress-timing and syllable-timing re-
analysed, J. Phonet. 11, 51–62 (1983)

40.55 J. Rouas, J. Farinas, F. Pellegrino, R. Andre-
Obrecht: Modeling prosody for language identi-
fication on read and spontaneous speech, Proc.
ICASSP (2003) pp. 40–43, vol. 6

40.56 J. Rouas, J. Farinas, F. Pellegrino, R. André-
Obrecht: Rhythmic unit extraction and modelling
for automatic language identification, Speech
Commun. 47(4), 436–456 (2005)

40.57 R. Tong, B. Ma, D. Zhu, H. Li, E.S. Chang: Integrat-
ing acoustic, prosodic and phonotactic features for
spoken language identification, Proc. ICASSP (2006)
pp. 205–208

40.58 T. Schultz, I. Rogina, A. Waibel: Experiments with
LVCSR based language identification, Proceedings
of the Speech Symposium SRS XV (1995)

40.59 T. Schultz, I. Rogina, A. Waibel: LVCSR-based lan-
guage identification, Proc. ICASSP (1996) pp. 781–
784

40.60 D. Matrouf, M. Adda-Decker, L. Lamel, J. Gauvain:
Language identification incorporating lexical in-
formation, Proceedings of the 5th International
Conference on Spoken Language Processing (1998)
pp. 181–184

40.61 J. Hieronymus, S. Kadambe: Robust spoken lan-
guage identification using large vocabulary speech
recognition, Proc. ICASSP (1997) pp. 779–782

40.62 C. Chelba: Exploiting Syntactic Structure for Natu-
ral Language Modeling (Johns Hopkins University,
Baltimore 2000), Ph.D. thesis

40.63 W. Wang, M. Harper: The SuperARV language
model: Investigating the effectiveness of tightly
integrating multiple knowledge sources, Pro-
ceedings of Conference of Empirical Methods
in Natural Language Processing (2002) pp. 238–
247

40.64 Y.K. Muthusamy, E. Barnard, R.A. Cole: Review-
ing automatic language identification, IEEE Signal
Process. Mag. 11(4), 33–41 (1994)

40.65 I. Maddieson, I. Vasilescu: Factors in human
language identification, Proceedings of the 5th
International Conference on Spoken Language Pro-
cessing (2002) pp. 85–88

40.66 K. Mori, N. Toba, T. Harada, T. Arai, M. Ko-
matsu, M. Aoyagi, Y. Murahara: Human language
identification with reduced spectral information,
Proceedings of the 6th European Conference on
Speech Communication and Technology (1999)
pp. 391–394

40.67 J. Navratil: Spoken language recognition – A
step towards multilinguality in speech processing,
IEEE Trans. Speech Audio Process. 9(6), 678–685
(2001)

Part
G

4
0



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


	Schaltfläche: 


